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Summary. This paper studies a reformulation of a general spatially hybrid optimal
control problem for which the dynamics is usually defined over a given partition of
the state space into strata so that switchings of the system only occur regionally
(i.e., at the time of a change of stratum). Given a global solution to such a prob-
lem, we associate a temporally hybrid optimal control problem for which the change
of dynamics now occurs at free switching instants that can be optimized (without
considering a partition). We prove that under a strong transverse condition on the
dynamics at the interfaces between strata, the global solution is a L1-local solution
to this new problem. Thanks to an explicit example, we also prove that this reformu-
lation fails to hold in general. In fact, the analysis of this example makes it possible
to demonstrate that the structure of the solution to the spatially and temporally
hybrid optimal control problems are different. The study carried out in this work
highlights several ways for obtaining the spatially hybrid maximum principle.

1.1 Introduction

1.1.1 General context

Optimal control theory experienced major avancees in the late 1950s follow-
ing in particular the proof of the maximum principle by Pontryagin et al.,
see, [23]. Being an extension of the theory of calculus of variation to any
smooth control system, the Pontryagin Maximum Principle (PMP in short)
was a breakthrough in the theory of optimal control. Since then, its applica-
tion has enabled major advances in many fields of science such as in the field
of aerospace. Let us emphasize that the PMP originally addressed optimal
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control problems (OCPs in short) governed by control systems that are differ-
entiable w.r.t. the state. It has now been extended in more complex settings
such as when the dynamics is governed by a hybrid control system which is the
main topic of this work. Such systems are extensions of the classical control
systems to the case where the dynamics can be discontinuous w.r.t. the state
(typically, in the sense of Fillipov, see [17], but the origin of these disconti-
nuities can be varied). They arise in many domains such as in non-smooth
mechanics [9], in electricity [10], in biology [2], or in viability theory [8]. In
the hybrid framework, the necessary conditions of optimality are named after
the hybrid maximum principle (HMP in short) which is the counter part of
the Pontryagin Maximum Principle for optimal control problems governed by
hybrid control systems and it was been developed in various hybrid settings
(see, e.g. [3, 5, 12, 13, 14, 15, 16, 18, 19, 21, 22, 24, 25]). In order to present
the contribution in this paper, we would like now to give an overview of the
main hybrid frameworks as well the corresponding approaches that have been
developed in the literature in order to derive the HMP.

1.1.2 Temporally and spatially hybrid optimal control problems

The theory of hybrid optimal control is very broad due to the diversity of
hybrid controls systems encountered. As was said previously, the origin of
the jump of the dynamics is varied. For instance, it can be controlled by an
automaton [18, 24, 25] and in that case, we would rather speak of switched
control systems (involving a discrete control responsible of the jump of the
dynamics in addition to the continuous control function). Note that the use
of an automaton is also encountered in [21, 22] and that in [12, 13], another
very general framework called theory of multiprocesses is introduced in which
the change of dynamics occurs at free instants. In this work, we will focus
essentially on to main families of hybrid OCPs:

• Temporally hybrid optimal control problems. These are OCPs governed by
a dynamics that is subject to changes at some free instants (that can be
optimized). The number of these instants is fixed in advance as well as
each (smooth) dynamics between two such instants.

• Spatially hybrid optimal control problems. These are OCPs that presuppose
the existence of a fixed partition of the state space into strata (or regions).
Associated with this partition, we are also given a family of smooth dy-
namics and then, the hybrid system under consideration is defined in such
a way that in each stratum, it coincides with the corresponding smooth
dynamics. Hence, the control system is discontinuous over the state space
and changes of the dynamics occur regionally (i.e., when the trajectory
goes from a stratum into another one).

The HMP that is adapted to temporally hybrid OCPs was developed in partic-
ular in [14, 15, 16] thanks to an augmentation technique. This approach con-
sists in transforming the problem into a smooth OCP (i.e., involving smooth
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data w.r.t. the state) for which the PMP can be applied. Through this trans-
formation, one may prove that a global solution to the original OCP becomes
a L1-local solution to the augmented one so that the HMP (that we also call
temporally HMP) can be obtained by inverting this transformation.

For spatially hybrid OCPs, the situation is more intricate because of the
presence of a partition of the state space that requires a priori the concept of
Filippov’s solutions [17] in order to properly define a solution to the hybrid
system. For this reason, the derivation of the corresponding HMP has required
the use of transverse conditions that can be classified in two ways:

• by weak transverse hypothesis, we mean that the nominal trajectory is
supposed to go from a region to another one transversally (i.e., not tan-
gentially). This hypothesis involves only the nominal trajectory and the
interface locally at the crossing point (see, e.g., [5, 7, 19]).

• by strong transverse hypothesis, we mean that locally at the interface be-
tween two regions, the scalar product between the unit outward normal
vector and the dynamics is bounded below by a positive constant indepen-
dently of the control (see e.g., [1, 6]). This implies that every admissible
trajectory should cross locally the interface transversally.

Under each one of these hypotheses, sliding modes are thus excluded. Next,
the corresponding spatially HMP has been proved following essentially two
approaches. The first one is based on a sensitivity analysis in this hybrid
setting following the classical proof of the PMP (see [4] dealing with spatially
hybrid OCPs without terminal constraints). A second methodology consists
in adapting the augmentation technique of [16] to this framework. Indeed, an
optimal solution to the spatially hybrid OCP may not necessarily be a solution
to the augmented problem (see e.g.,[5]). Doing so, a new notion of minimum
was introduced in [5] in order in particular to bypass possible switches of
trajectories at an interface (which cannot happen in the temporally hybrid
setting). This approach already pointed out a possible misconception in the
literature and that the proposed reformulation (from a spatially hybrid OCP
into a temporally hybrid OCP) in [16] is not completely correct to handle
spatially hybrid OCPs. Our work aims precisely to study more into details
the question of reformulating a spatially hybrid OCP into a temporally hybrid
OCP. This seems to us a relevant question insofar as such a reduction would
make it possible to overcome a partition.

1.1.3 Contribution and organization of this paper

In this paper, we consider a general spatially hybrid OCP for which we are
now given a global solution with a prescribed number of crossing times, and,
in addition, we suppose that it satisfies a strong transverse hypothesis. Next,
we define a temporally hybrid OCP associated with this global solution. This
problem is constructed in such a way that the number of switching instants
coincides with the number of crossing points of the global solution. As well,
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the dynamics between two consecutive switching instants is the same than the
dynamics of the global solution between two consecutive crossing points. The
main issue of this paper is Proposition 1 which asserts that the global solution
is a L1-local solution to the temporally hybrid OCP. Next, we develop an
example which shows that the preceding result is no longer valid in absence of
a strong transverse condition. Thanks to the temporally and spatially hybrid
maximum principles, we compute explicitly a solution to the original spatially
hybrid OCP (which has a single crossing point and verifies a weak transverse
hypothesis) as well as a solution to the temporally hybrid OCP (which has one
switching instant for the dynamics and two switching times for the control).
The optimal synthesis as well as numerical simulation show that these two
solutions are different which proves our claim.

This paper is organized as follows. In Section 1.2, we recall the PMP for
a smooth optimal control problem and we also introduce a general tempo-
rally hybrid OCP (in a Mayer form and with mixed initial-terminal state
constraints). By using an augmentation technique as in [16], we prove the
corresponding temporally HMP by application of the PMP to an augmented
OCP. In Section 1.3, we introduce a general spatially hybrid OCP as well
as the notions of strong and weak transverse conditions. We prove our main
result (Proposition 1) on the reformulation of the general spatially hybrid
OCP into a temporally hybrid OCP. We end up this section by stating the
corresponding spatially HMP (using the HMP obtained in Section 1.2). Fi-
nally, Section 1.4 is devoted to the optimal synthesis of an example in order
to highlight that such a transformation fails to hold in absence of a strong
transverse hypothesis.

1.1.4 Basic notation and functional framework

In this paper, for any positive integer d ∈ N∗, we denote by ⟨·, ·⟩Rd (resp. ∥·∥Rd)
the standard inner product (resp. Euclidean norm) of Rd. For any subset X ⊂
Rd, we denote by ∂X the boundary of X defined by ∂X := X\Int(X), where
X and Int(X) stand respectively for the closure and the interior of X. Given
a closed convex set Y ⊂ Rd, the normal cone to Y at some point y ∈ Y is
defined by

NY [y] := {y′′ ∈ Rd | ∀y′ ∈ Y, ⟨y′′, y′ − y⟩Rd ≤ 0}.

For any extended-real number r ∈ [1,∞] and any real interval I ⊂ R, we
denote by:

• Lr(I,Rd) the usual Lebesgue space of r-integrable functions defined on I
with values in Rd, endowed with its usual norm ∥ · ∥Lr ;

• C(I,Rd) the standard space of continuous functions defined on I with
values in Rd, endowed with the standard uniform norm ∥ · ∥C;

• AC(I,Rd) the subspace of C(I,Rd) of absolutely continuous functions.
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Now take I = [0, T ] for some T > 0. Recall that a partition of the interval
[0, T ] is a finite set T = {τk}k=0,...,N , for some positive integer N ∈ N∗, such
that 0 = τ0 < τ1 < . . . < τN−1 < τN = T . In this paper a function γ :
[0, T ] → Rd is said to be piecewise absolutely continuous, with respect to a
partition T = {τk}k=0,...,N of the interval [0, T ], if γ is continuous at 0 and T
and the restriction of γ over each open interval (τk−1, τk) admits an extension
over [τk−1, τk] that is absolutely continuous. If so, γ admits left and right
limits at each τk ∈ (0, T ), denoted by γ−(τk) and γ

+(τk) respectively.
In what follows we denote by PACT([0, T ],Rd) the space of all piecewise

absolutely continuous functions respecting a given partition T of [0, T ]. We
denote by PAC([0, T ],Rd) the set of all piecewise absolutely continuous func-
tions, independently of the partition considered.

For a differentiable map ψ : Rd → Rd′
, with d′ ∈ N∗, we denote

by ∇ψ(x) :=
(
∇ψ1(x) . . .∇ψd′(x)

)
∈ Rd×d′

the gradient of ψ at some x ∈ Rd.
We say that ψ is submersive at x ∈ Rd if the differential Dψ(x) = ∇ψ(x)⊤ ∈
Rd′×d is surjective. Finally, when (Z,dZ) is a metric set, we denote by BZ(z, ν)
(resp. BZ(z, ν)) the standard open (resp. closed) ball of Z centered at z ∈ Z
and of radius ν > 0.

1.2 Temporally hybrid OCP and temporally HMP

1.2.1 Recalls on classical OCP: terminology and PMP

Let n,m, d and ℓ ∈ N∗ be four fixed positive integers and T > 0 be a fixed pos-
itive real number. In the present section we consider a classical Mayer optimal
control problem with parameter and mixed initial-terminal state constraints
given by

minimize ϕ(x(0), x(T )),

subject to (x, u, λ) ∈ AC([0, T ],Rn)× L∞([0, T ],Rm)× Rd,

ẋ(t) = f(x(t), u(t), λ), a.e. t ∈ [0, T ],

g(x(0), x(T )) ∈ S,

u(t) ∈ U, a.e. t ∈ [0, T ],

λ ∈ Λ,

(CP)

where the Mayer cost function ϕ : Rn × Rn × Rd → R, the dynamics f :
Rn × Rm × Rd → Rn and the constraint function g : Rn × Rn → Rℓ are of
class C1. Moreover, we assume throughout this paper that g : Rn×Rn → Rℓ is
submersive at each point (x0, xT ) ∈ Rn×Rn. The subsets S ⊂ Rℓ and Λ ⊂ Rd

are nonempty closed convex subsets and U ⊂ Rm is a nonempty subset. As
usual in the literature, x ∈ AC([0, T ],Rn) is called the state (or the trajectory),
u ∈ L∞([0, T ],Rm) is called the control and λ ∈ Rd is called the parameter. A
triplet (x, u, λ) ∈ AC([0, T ],Rn)×L∞([0, T ],Rm)×Rd is said to be admissible
for Problem (CP) if it satisfies all the constraints of Problem (CP). Finally,
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such an admissible triplet is said to be a global solution to Problem (CP) if it
minimizes the Mayer cost ϕ(x(0), x(T )) among all admissible triplets.

Definition 1 (L1–local solution). An admissible triplet (x∗, u∗, λ∗) is said
to be a L1–local solution to Problem (CP) if there exists η > 0 such that
ϕ(x∗(0), x∗(T )) ≤ ϕ(x(0), x(T )) for all admissible triplets (x, u, λ) satisfying

∥x− x∗∥C + ∥u− u∗∥L1 + ∥λ− λ∗∥Rd ≤ η.

Now recall that the Hamiltonian H : Rn × Rm × Rd × Rn → R asso-
ciated with Problem (CP) is defined by H(x, u, λ, p) := ⟨p, f(x, u, λ)⟩Rn for
all (x, u, λ, p) ∈ Rn × Rm × Rd × Rn. The PMP (as in [11, 23]) can be stated
as follows.

Theorem 1 (Classical PMP for L1–local solutions). If (x∗, u∗, λ∗) is
a L1–local solution to Problem (CP), there exists a nontrivial pair (p, p0) ∈
AC([0, T ],Rn)× R+ satisfying:

(i) the Hamiltonian system

ẋ∗(t) = ∇pH(x∗(t), u∗(t), λ∗, p(t)), −ṗ(t) = ∇xH(x∗(t), u∗(t), λ∗, p(t)),

for almost every t ∈ [0, T ];
(ii) the endpoint transversality condition(

p(0)

−p(T )

)
= p0∇ϕ(x∗(0), x∗(T )) +∇g(x∗(0), x∗(T ))ξ,

for some ξ ∈ NS[g(x
∗(0), x∗(T ))];

(iii) the Hamiltonian maximization condition

u∗(t) ∈ argmax
ω∈U

H(x∗(t), ω, λ∗, p(t)),

for almost every t ∈ [0, T ];
(iv) the averaged Hamiltonian gradient condition∫ T

0

∇λH(x∗(s), u∗(s), λ∗, p(s)) ds ∈ NΛ[λ
∗].

1.2.2 Temporally hybrid OCP: terminology and HMP

Let n, m, N and ℓ ∈ N∗ be four fixed positive integers and T > 0 be a fixed
positive real number. In this section we consider a temporally hybrid Mayer
optimal control problem with mixed initial-terminal state constraints given
by



1 Hybrid optimal control 7

minimize ϕ(x(0), x(T )),

subject to (x, u,T) ∈ AC([0, T ],Rn)× L∞([0, T ],Rm)× RN+1,

ẋ(t) = fk(x(t), u(t)), a.e. t ∈ (τk−1, τk), for all k ∈ {1, . . . , N},
g(x(0), x(T )) ∈ S,

u(t) ∈ U, a.e. t ∈ [0, T ],

T = {τk}k=0,...,N ∈ ∆,

Fk(x(τk)) = 0, for all k ∈ {1, . . . , N − 1},
(THP)

where ∆ ⊂ RN+1 is the nonempty closed convex set defined by

∆ := {T = {τk}k=0,...,N ∈ RN+1 | 0 = τ0 ≤ τ1 ≤ . . . ≤ τN−1 ≤ τN = T}.

Here, the data assumptions and the terminology for Problem (THP) are the
same as those for Problem (CP), except that each dynamics fk : Rn ×Rm →
Rn and function Fk : Rn → R are of class C1, with Fk being submersive
at every point z ∈ Rn. Moreover, in this setting, the instants τk ∈ (0, T )
are chosen to be free and referred to as switching times, they represent the
instants when the dynamics change.

Definition 2 (L1–local solution). An admissible triplet (x∗, u∗,T∗) is said
to be a L1–local solution to Problem (THP) if there exists η > 0 such
that ϕ(x∗(0), x∗(T )) ≤ ϕ(x(0), x(T )) for all admissible triplets (x, u,T) satis-
fying

∥x− x∗∥C + ∥u− u∗∥L1 + ∥T− T∗∥RN+1 < η.

Now, recall that the Hamiltonian H1 : Rn × Rm × Rn → R associated
with Problem (SHP) is defined by H1(x, u,T, p, t) := ⟨p, fk(x, u)⟩Rn for all
t ∈ (τk−1, τk) and all (x, u,T, p) ∈ Rn × Rm × RN+1 × Rn. We are now in a
position to establish a temporally HMP to Problem (THP).

Theorem 2 (Temporally HMP for L1–local solutions). If (x∗, u∗,T∗)
is a L1–local solution to Problem (THP), such that T∗ ∈ Int(∆), there exists
a nontrivial pair (p, p0) ∈ PACT∗([0, T ],Rn)× R+ satisfying:

(i) the Hamiltonian system

ẋ∗(t) = ∇pH1(x
∗(t), u∗(t), p(t)), −ṗ(t) = ∇xH1(x

∗(t), u∗(t), p(t)),

for almost every t ∈ [0, T ];
(ii) the endpoint transversality condition(

p(0)

−p(T )

)
= p0∇ϕ(x∗(0), x∗(T )) +∇g(x∗(0), x∗(T ))ξ,

for some ξ ∈ NS[g(x
∗(0), x∗(T ))];
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(iii) the Hamiltonian maximization condition

u∗(t) ∈ argmax
ω∈U

H1(x
∗(t), ω, p(t)),

for almost every t ∈ [0, T ];
(iv) the discontinuity condition

p+(τ∗k )− p−(τ∗k ) = σk∇Fk(x
∗(τ∗k )),

for some σk ∈ R, for all k ∈ {1, . . . , N − 1}.

Proof. The proof of Theorem 2 is postponed to Appendix A. It is based on
the augmentation procedure and the application of Theorem 1 (similar to the
one developed in [16]).

1.3 Spatially hybrid OCP and spatially HMP

1.3.1 Spatially hybrid OCP: terminology and HMP

Let n, m and ℓ ∈ N∗ be three fixed positive integers and T > 0 be a fixed
positive real number. In this section we consider a partition of the state space
given by

Rn =
⋃
j∈J

Xj ,

where J is a (possibly infinite) family of indexes and the nonempty open
subsets Xj ⊂ Rn, called regions, are disjoint. In this section, we consider a
spatially hybrid optimal control problem given by

minimize ϕ(x(0), x(T )),

subject to (x, u) ∈ AC([0, T ],Rn)× L∞([0, T ],Rm),

ẋ(t) = h(x(t), u(t)), a.e. t ∈ [0, T ],

g(x(0), x(T )) ∈ S,

u(t) ∈ U, a.e. t ∈ [0, T ],

(SHP)

where both the Mayer cost function ϕ : Rn × Rn → R and the constraint
function g : Rn × Rn → Rℓ are of class C1, where S ⊂ Rℓ is a nonempty
closed convex subset and U ⊂ Rm is a nonempty compact subset and where
the dynamics h : Rn × Rd × Rm → Rn is defined regionally by

∀(x, u) ∈ Rn × Rm, h(x, u) := hj(x, u) if x ∈ Xj ,

where the maps hj : Rn × Rm → Rn are of class C1. In order to deal with
(SHP), we will recall in the next part the concept of spatially hybrid control
system.
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1.3.2 Regular solutions

Consider the spatially hybrid control system associated with Problem (SHP)
given by

ẋ(t) = h(x(t), u(t)), for a.e. t ∈ [0, T ]. (HS)

Due to the discontinuities of the dynamics h, we need to precise the definition
of a solution to (HS).

Definition 3 (Solution to (HS)). We say that a pair (x, u) ∈ AC([0, T ],Rn)×
L∞([0, T ],Rm) is a solution to (HS) if there exists a partition T = {τk}k=0,...,N

of the interval [0, T ] and a switching sequence j : {1, . . . , N} → J such that:

(i) It holds that x(t) ∈ Xj(k) for all t ∈ (τk−1, τk) and all k ∈ {1, . . . , N},
where j(k) ̸= j(k − 1) for all k ∈ {2, . . . , N} ;

(ii) It holds that x(0) ∈ Xj(1) and x(T ) ∈ Xj(N) ;
(iii) It holds that ẋ(t) = hj(k)(x(t), u(t)) for almost every t ∈ (τk−1, τk) and

all k ∈ {1, . . . , N}.

In that case, to ease notation, we set fk := hj(k) and Ek := Xj(k) for
all k ∈ {1, . . . , N}. The times τk for k ∈ {1, . . . , N −1}, called crossing times,
correspond to the instants at which the trajectory x goes from the region Ek

to the region Ek+1, and thus x(τk) ∈ ∂Ek ∩ ∂Ek+1.

Note that we do not consider sliding modes in this paper, so, in order to
handle solutions to the hybrid control system, there is no need to introduce
the concept of Filippov’s solutions (see [17]).

Definition 4 (Regular solution to (HS)). Following the notations intro-
duced in Definition 3, a solution (x, u) ∈ AC([0, T ],Rn) × L∞([0, T ],Rm) to
(HS), associated with a partition T = {τk}k=0,...,N , is said to be regular if the
following conditions are both satisfied:

(i) At each crossing time τk, there exists a C1 function Fk : Rn → R such
that

∃νk > 0, ∀z ∈ BRn(x(τk), νk),


z ∈ Ek ⇔ Fk(z) < 0,

z ∈ ∂Ek ∩ ∂Ek+1 ⇔ Fk(z) = 0,

z ∈ Ek+1 ⇔ Fk(z) > 0.

In particular it holds that Fk(x(τk)) = 0.
(ii)At each crossing time τk, there exists βk > 0 such that the (strong) trans-

verse conditions

∀ω ∈ U,

{
⟨∇Fk(x(τk)), fk(x(τk), ω)⟩Rn ≥ βk,
⟨∇Fk(x(τk)), fk+1(x(τk), ω)⟩Rn ≥ βk,

(TC)

are both satisfied. We refer to Figure 1.1 for a geometrical illustration.
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∂Ek(τk) ∩ ∂Ek+1(τk)

Ek

Ek+1

x

Fig. 1.1. Geometrical illustration of a (strong) transversal boundary crossing.

Remark 1. Hereafter, we provide remarks on the transverse condition (TC)
and its various relaxations existing in the literature.

(i) The geometrical interpretation of condition (TC) is that x does not cross
the boundary ∂Ek ∩ Ek+1 tangentially for every admissible control value
ω ∈ U.

(ii) It is noteworthy that such a similar (strong) transverse condition as (TC)
can be found in [1, 6].

(iii) Weaker transverse conditions have been also considered in the literature
(see, e.g. [3, 5, 19]). For instance, the transverse condition employed in [5]
amounts to assume that at each crossing time τk, there are βk > 0 and
ηk > 0 such that{

⟨∇Fk(x(τk)), fk(x(τk), u(t))⟩Rn ≥ βk, a.e. t ∈ (τk − ηk, τk)
⟨∇Fk(x(τk)), fk+1(x(τk), u(t))⟩Rn ≥ βk, a.e. t ∈ (τk, τk + ηk).

(TC’)

whereas the one in [19] requires left and right continuity of the control at
each crossing time τk and that, in addition,{

⟨∇Fk(x(τk)), fk(x(τk), u(τ
+
k ))⟩Rn ≥ βk,

⟨∇Fk(x(τk)), fk+1(x(τk), u(τ
−
k ))⟩Rn ≥ βk.

(TC”)

It is easy to see that (TC) ⇒ (TC’), since (TC) implies a transversal
crossing in all nearby trajectories, whereas (TC’) involves only the nominal
trajectory. Additionally, (TC”) ⇒ (TC’) namely because (TC’) does not
require a regularity hypothesis on the nominal control.

1.3.3 Reduction to a temporally hybrid OCP

In this section, we will establish a correspondence from the spatially hybrid
optimal control problem (SHP) to a temporally hybrid optimal control prob-
lem. First, let (x∗, u∗) ∈ AC([0, T ],Rn)× L∞([0, T ],Rm) be a global solution
to Problem (SHP), associated with a partition T∗ = {τk}k=0,...,N , that is a
regular solution to (HS). Let us denote by E∗

k , f
∗
k and F ∗

k the corresponding
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regions, dynamics and local description of E∗
k ∩E∗

k+1 (as in Definition 4 Item
(i)). Hence, we get that the triplet (x∗, u∗,T∗) is admissible for the temporally
hybrid optimal control problem given by

minimize ϕ(x(0), x(T )),

subject to (x, u,T) ∈ AC([0, T ],Rn)× L∞([0, T ],Rm)× RN+1,

ẋ(t) = f∗k (x(t), u(t)), a.e. t ∈ (τk−1, τk), for all k ∈ {1, . . . , N},
g(x(0), x(T )) ∈ S,

u(t) ∈ U, a.e. t ∈ [0, T ],

T = {τk}k=0,...,N ∈ ∆,

F ∗
k (x(τk)) = 0, for all k ∈ {1, . . . , N − 1},

(THP’)
where ∆ ⊂ RN+1 is the nonempty closed convex set defined by

∆ := {T = {τk}k=0,...,N ∈ RN+1 | 0 = τ0 ≤ τ1 ≤ . . . ≤ τN−1 ≤ τN = T}.

Now, we are in position to give the correspondence between Problems (SHP)
and (THP’).

Proposition 1. If (x∗, u∗) ∈ AC([0, T ],Rn)×L∞([0, T ],Rm) is a global solu-
tion to Problem (SHP), that is moreover a regular solution to (HS), associated
with a partition T∗ = {τ∗k}k=0,...,N , then the triplet (x∗, u∗,T∗) is a L1–local
solution to Problem (THP’).

Proof. For the sake of simplicity, we assume that N = 2. Let us prove that
there exists η > 0 such that ϕ(x(0), x(T )) ≥ ϕ(x∗(0), x∗(T )) for any triplet
(x, u,T) that is admissible for Problem (THP’) and satisfying

∥x− x∗∥C + ∥u− u∗∥L1 + |τ − τ∗| ≤ η.

First, since we have τ∗ ∈ (0, T ) and x∗(0) ∈ E∗
1 then, there exists 0 < η1 <

1
2

such that τ ∈ (0, T ), x(0) ∈ E∗
1 and x(T ) ∈ E∗

2 if ∥x− x∗∥Rn + |τ − τ∗| ≤ η1.
Moreover, note that all constraints of Problem (SHP) are satisfied except the
spatially hybrid control system. Since, one has

ẋ(t) = f∗k (x(t), u(t)), a.e. t ∈ (τk−1, τk),

for all k ∈ {1, 2}. So, it remains to prove that there exists 0 < η ≤ η1 such
that x(t) ∈ E∗

1 for all t ∈ [0, τ) and x(t) ∈ E∗
2 for all t ∈ (τ, T ]. We will only

prove the first statement (in two steps) since the second one can be proved in
a similar way.

Step 1. we prove that there exists 0 < δ < m and 0 < η2 ≤ min(η1,
δ
2 )

such that for all admissible triplets (x, u, τ) for Problem (THP’), we have

∥x− x∗∥C + ∥u− u∗∥L1 + |τ − τ∗| ≤ η2 =⇒ x(t) ∈ E∗
1 for all t ∈ [τ − δ, τ),

where m := min(τ∗,T−τ∗)
3 . By contradiction, let us assume that for all δ > 0

and all η2 > 0, there exist a triplet (x, u, τ) and t′ := t(η2, δ) ∈ [τ − δ, τ) such
that
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∥x− x∗∥C + ∥u− u∗∥L1 + |τ − τ∗| ≤ η2,

x(t′) /∈ E∗
1 .

Hence, up to reducing δ > 0 and η2 > 0 we can obtain that x(t′) ∈
BRn(x∗(τ∗), ν∗1 ). This implies that F ∗

1 (x(t
′)) ≥ 0 and since we have F ∗

1 (x(τ)) =
0, then we get

1

τ − t′

∫ τ

t′
⟨∇F ∗

1 (x(s)), f
∗
1 (x(s), u(s))⟩Rn ds ≤ 0. (1.1)

On the other hand, from the continuity of the functions ∇F ∗
1 and f∗1 and

using the transverse condition (TC) we get that there exists 0 < ν1 ≤ ν∗1 such
that

∀(z, ω) ∈ BRn(x∗(τ∗), ν1)×U, ⟨∇F ∗
1 (z), f

∗
1 (z, ω)⟩Rn ≥ β∗

2
.

Let us prove that up to reducing δ > 0 and η2 > 0, we get that x(s) ∈
BRn(x∗(τ∗), ν1) for all s ∈ [t′, τ). Indeed, we have that

∥x(s)− x∗(τ∗)∥Rn ≤ ∥x− x∗∥C + ∥x∗(s)− x∗(τ∗)∥Rn

≤ η2 +M |s− τ∗|
≤ η2 +M(|s− τ |+ |τ − τ∗|)
≤ (1 +M)η2 + δ,

for all s ∈ [t′, τ) where M > 0 is an upper bound of ∥∇xf
∗
1 ∥Rn×n and

∥∇xf
∗
2 ∥Rn×n over the compact set {z ∈ Rn | ∥z−x∗(t)∥Rn ≤ 1, ∀t ∈ [0, T ]}×U.

Hence, it suffices to take (1+M)η2+δ <
ν1

2 . Moreover, we have that u(s) ∈ U
for almost every s ∈ [0, T ]. Therefore, we get that

⟨∇F ∗
1 (x(s)), f

∗
1 (x(s), u(s))⟩Rn ≥ β∗

2
, for a.e. s ∈ [t′, τ).

Hence, we get that 1
τ−t′

∫ τ

t′
⟨∇F ∗

1 (x(s)), f
∗
1 (x(s), u(s))⟩Rnds ≥ β∗

2 , which con-
tradicts (1.1).

Step 2. It remains to prove that there exists 0 < η3 < η2 such that for all
admissible triplet (x, u, τ) for Problem (THP’) we have

∥x− x∗∥C + ∥u− u∗∥L1 + |τ − τ∗| ≤ η2 =⇒ x(t) ∈ E∗
1 for all t ∈ [0, τ − δ].

Since x(t) ∈ E∗
1 for all t ∈ [0, τ∗) and E∗

1 is open we get that there exists a
(uniform) σ∗ > 0 such that BRn(x∗(t), σ∗) ⊂ E∗

1 for all t ∈ [0, τ∗ − δ
2 ]. Now,

by taking 0 < η3 < min(η2,
δ
2 ,

σ∗

2 ), we get that

|τ − τ∗| < η3 =⇒ τ − δ < τ∗ − δ

2
< τ.

Moreover, one can easily verify that if ∥x−x∗∥C < η3 then we have x(t) ∈ E∗
1

for all t ∈ [0, τ∗ − δ
2 ]. This completes the proof.
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1.3.4 Spatially HMP and comments

The Hamiltonian H : Rn × Rm × Rn → R associated with Problem (SHP) is
defined by H(x, u, p) := ⟨p, h(x, u)⟩ for all (x, u, p) ∈ Rn × Rm × Rn. We are
now in a position to state a HMP for Problem (SHP).

Theorem 3 (Spatially HMP for global solutions). If (x∗, u∗) is a global
solution to Problem (SHP), that is moreover regular to (HS), associated with
a partition T∗ = {τ∗k}k=0,...,N , then there exists a nontrivial pair (p, p0) ∈
PACT∗([0, T ],Rn)× R+ satisfying:

(i) the Hamiltonian system

ẋ∗(t) = ∇pH(x∗(t), u∗(t), p(t)), −ṗ(t) = ∇xH(x∗(t), u∗(t), p(t)),

for almost every t ∈ [0, T ];
(ii) the endpoint transversality condition(

p(0)

−p(T )

)
= p0∇ϕ(x∗(0), x∗(T )) +∇g(x∗(0), x∗(T ))ξ,

for some ξ ∈ NS[g(x
∗(0), x∗(T ))];

(iii) the Hamiltonian maximization condition

u∗(t) ∈ argmax
ω∈U

H(x∗(t), ω, p(t)),

for almost every t ∈ [0, T ];
(iv) the discontinuity condition

p+(τ∗k )− p−(τ∗k ) = σk∇F ∗
k (x

∗(τ∗k )),

for some σk ∈ R, for all k ∈ {1, . . . , N − 1}.

Proof. Let (x∗, u∗) ∈ AC([0, T ],Rn) × L∞([0, T ],Rm) be a global solution to
Problem (SHP), associated with a partition T = {τ∗k}k = 0, . . . , N , that is
moreover a regular solution to (HS). From Proposition 1, we get that the
triplet (x∗, u∗,T∗) is a L1–local solution to Problem (THP’). Hence, the proof
is concluded by applying Theorem 2.

Remark 2. Hereafter, we provide some comments about the derivation of a
HMP for Problem (SHP).

(i) Let us emphasize that the transverse condition (TC) plays a crucial role
in proving the correspondence between Problems (SHP) and (THP’) and
therefore the (direct) derivation of a HMP for Problem (SHP) from The-
orem 2 (we refer to the proof of Proposition 1 for details).
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(ii) Note that under a weaker transverse condition (see [3, 5, 19]), then a
reduction to a temporally hybrid OCP is no longer possible. Indeed, in the
following section, we provide a counterexample emphasizing this issue.

(iii) Whereas Fk is supposed to be submersive in order to prove Theorem 2,
this hypothesis is implicit in Theorem 3, namely because of the transverse
conditions.

(iv) Because the problems considered in this paper are autonomous, one
can prove that the maximized Hamiltonians H, H1, and H are constant
a.e. over [0, T ]. We refer for instance to [20, 16, 5] for more details on this
issue.

1.4 Failure of reduction : an example

The aim of this section is to highlight the differences between temporally
and spatially hybrid OCPs by means of an explicit example. Doing so, we
will calculate optimal solutions of two similar (in the spirit of the reduction
discussed previously) hybrid optimal control problems in which the first one
involves a partition of the state space, but not the second one.

1.4.1 Optimal synthesis of a spatially hybrid OCP

Let us start by introducing the spatially OCP. In what follows, we set a+ :=
max(a, 0) for a ∈ R and let U denotes the set of measurable control functions
u : [0, 2] → [−1, 1]. The spatially OCP we consider reads as follows:

minimize − (x1(2)− 2)3 − ρ

∫ 2

0

(1− x1(t))
2
+ dt, (1.2)

among solutions to the control system

ẋ1(t) =

{
u(t) + 2 a.e. t ∈ [0, 2] s.t. x1(t) < 1,
u(t) a.e. t ∈ [0, 2] s.t. x1(t) > 1,

with x1(0) = 0 and u ∈ U . Here ρ is a positive parameter. Since the system
is defined over a partition of R, this problem falls into the setting of spatially
hybrid OCPs. Hereafter, as usual, a switching time of a control u ∈ U denotes
an instant ts ∈ (0, 2) such that u is non-constant in every neighborhood of ts.

Proposition 2. If ρ ̸= 4/3, then, an optimal control of (1.2) is ū(t) = −1
for a.e. t ∈ [0, 1] ; ū(t) = +1 for a.e. t ∈ [1, 2] and its associated cost is −ρ

3 .

Proof. By the usual transformation of a Bolza Problem into a Mayer one, it
is easily seen that (1.2) is equivalent to the Mayer OCP:

minimize − (x1(2)− 2)3 − ρx2(2),
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where (x1, x2) is a solution to the spatially hybrid control system over [0, 2]:{
ẋ1 = u+ 2
ẋ2 = (1− x1)

2
+

⇔ (x1, x2) ∈ X1 ;

{
ẋ1 = u
ẋ2 = (1− x1)

2
+

⇔ (x1, x2) ∈ X2,

(1.3)
with x1(0) = x2(0) = 0, X1 := (−∞, 1) × R, X2 := (1,+∞) × R and u ∈ U .
Let also Σ := {1} × R denotes the interface between X1 and X2. Observe
that X2 ∪ Σ is forward invariant by (1.3). We deduce that every admissible
trajectory (x1, x2) of (1.3) necessary intersects Σ at some time tc ∈ [ 13 , 1] and
that it satisfies (x1(t), x2(t)) ∈ X2 ∪ Σ for every t ∈ [tc, 2]. Now, we are in
a position to apply Filippov’s existence theorem (see [11]) which proves the
existence of a solution to (1.2) (for brevity we omit this issue, but, we point
out that the standard argumentation needs a slight technical adjustment in
view of (1.3) which has a discontinuous right hand side). Hereafter, we denote
by ū an optimal control, by (x̄1, x̄2) the associated solution to (1.3), and let
tc := min{t > 0 ; x̄1(t) = 1}.

Let us now show that any sliding mode is non optimal. Suppose first
that x̄1 satisfies x̄1(t) ∈ Σ for [tc, tc + η] where η ∈ (0, 1). Let us define an
admissible trajectory of the system (x1, x2) such that x1 coincides with x̄1 over
[0, tc] and ẋ1(t) = 1 for a.e. t ∈ [tc, 2]. We define u as the admissible control
function associated with this trajectory over [0, 2]. Clearly, since tc < 2, we
have x1(2) > x̄1(2). Using the forward invariance of X2 ∪Σ and the fact that
1− x̄1(t)+ = 0 if x̄1(t) ≥ 1, we deduce that

−(x1(2)− 2)3 − ρ

∫ 2

0

(1− (x1(t))
2
+dt = −(x1(2)− 2)3 − ρ

∫ tc

0

(1− (x̄1(t))
2
+dt

< −(x̄1(2)− 2)3 − ρ

∫ tc

0

(1− (x̄1(t))
2
+dt

= −(x̄1(2)− 2)3 − ρ

∫ 2

0

(1− (x̄1(t))
2
+dt,

which contradicts the optimality of ū. By the same comparison method, one
can prove that ū(t) = 1 for a.e. t ∈ (tc, 2] which shows in particular that the
optimal trajectory does not possesses any sliding mode.

We now wish to apply the HMP in order to compute the optimal control
over [0, tc]. Using that ū(t) = +1 for t ≥ tc and since 2 + ω ≥ 1 for every
ω ∈ [−1, 1], we deduce that condition (TC’) (see also [5]) is fulfilled5 so that
we can apply the HMP. Let

H(x1, x2, p1, p2, u) := p1(2 + u) + ρ(1− x1)
2
+ = p1u+ ρ(1− x1)

2
+,

denotes the Hamiltonian associated with (1.2) (written in the two regions).
The adjoint system and terminal condition write respectively

5 However, the optimal solution is not regular at this point since the dynamics for
x1 in X2 is ẋ1 = u with u ∈ [−1, 1].
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ṗ1 = 2(1− x1)+,
ṗ2 = 0,

(1.4)

and
p1(2) = 3(x1(2)− 2)2 ; p2(2) = ρ. (1.5)

Finally, the jump condition implies that at a crossing time, p1 can have a
jump whereas p2 is continuous (the outward unit normal vector to X1 being
the vector (1, 0)). Hence, p2 is constant over [0, 2] and p2 = ρ. In order to
exclude non-optimal extremals, we proceed as follows.
Case 1 : suppose that x̄1(2) ̸= 2. We know that ū(t) = +1 for t ∈ [tc, 2] with
tc < 1. Also, the optimal trajectory fulfills ṗ1 = 2(1− x̄1) > 0 over [0, tc], so,
p1 has at most one switching time ts ∈ (0, tc) from -1 to +1 over [0, tc]. If x̄1
has a switching time ts ∈ (0, tc), then, p1(ts) = 0. Using the constancy of the
Hamiltonian along extremals, we get:

p1(ts)(2 + ū(t−s )) + ρ(1− x1(ts))
2 = 3(x̄1(2)− 2)2.

Using that x̄1(ts) = ts, x̄1(tc) = 1, 3tc − 2ts = 1, x̄1(t) = t+ 1− tc for t > tc.
x̄1(2)− 2 = 1− tc and p1(ts) = 0, the preceding equality becomes

ρ

(
3(1− tc)

2

)2

= 3(1− tc)
2,

which has no solution for ρ ̸= 4/3. We conclude that this case is not possible.
Case 2 : x̄1(2) = 2. The only possible control values for ū are such that
ū(t) = −1 a.e. t ∈ [0, 1] and ū(t) = 1 for a.e. t ∈ [0, 2]. Note that the covector
corresponding to this solution satisfies p1 ≡ 0 over [0, 2] (combining the jump
of the covector p1 and the fact that p1(2) = 0 and ṗ1 = 0 for t > tc). The
computation of the corresponding cost is straightforward which ends the proof.

1.4.2 Optimal synthesis of a temporally hybrid OCP

Observe that the optimal solution satisfies x̄1(t) = t for t ∈ [0, 2] (see Fig. 1.2),
that ū is given by

ū(t) =

{
−1 a.e. t ∈ (0, τ̄),
+1 a.e. t ∈ (0, τ̄),

where τ̄ := 1, and that x̄1 is transverse6 at the interface Σ between the two
regions. In view of problem (1.2) and of its solution ū, it is naturel to introduce
the closely related hybrid OCP:

minimize − (x1(2)− 2)3 − ρ

∫ 2

0

(1− x1(t))
2
+ dt, (1.6)

among solutions to the control system

6 In the sense given in [5].
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ẋ1(t) =

∣∣∣∣u(t) + 2 a.e. t ∈ [0, τ),
u(t) a.e. t ∈ (τ, 2],

such that x1(0) = 0, x1(τ) = 1, u ∈ U , and τ ∈ (0, 2) is an additional
optimization parameter. In contrast with the previous problem, (1.6) falls into
the setting of temporally hybrid OCPs since a change of dynamics is imposed
at time τ (but, no partition is considered here). In view of the solution to
(1.2), the question we are interested in is as follows : is there a solution to
(1.6) identical to the one found previously? We will see that, depending on the
parameter values of ρ, the answer to the preceding question can be negative
(see Proposition 3 and table 1.1). More precisely, our computations show that
for ρ large enough, the optimal solution to (1.6) is not ū. An intuitive reason
for getting a different solution for this problem is that trajectories can benefit
of the Lagrangian cost in (1.6) which is not the case for admissible solutions
to (1.2) since X2 ∪ Σ is forward invariant by (1.2). Note that, of course, x̄1
is also not regular in the sense given above (since one has ẋ1 = u in X2 with
u ∈ [−1, 1]). Otherwise, we would conclude from the preceding part that ū
is a solution to (1.6) and that (1.2)-(1.6) have the same solution. Let us now
turn to the resolution of (1.6). In contrast with (1.2), we can straightforwardly
apply the HMP (for instance from [16]) on (1.6). For conveniency, we rewrite
(1.6) as the Mayer OCP:

minimize − (x1(2)− 2)3 − ρx2(2),

where (x1, x2) is a solution to the control system{
ẋ1 = u+ 2,
ẋ2 = (1− x1)

2
+,

over (0, τ) and of {
ẋ1 = u,
ẋ2 = (1− x1)

2
+,

over (τ, 2) such that x1(0) = 0, x1(τ) = 1, u ∈ U , and τ ∈ (0, 2) is an
optimization variable. As in (1.2), the existence of an optimal control follows
from a slight adaptation of Fillipov’s existence Theorem. Let us now apply
the HMP (which in this setting does not require verification of a transverse
hypothesis). The Hamiltonian associated with (1.6) (written over (0, τ) and
over (τ, 2)) is:

H(x1, x2, p1, p2, u) := p1(2 + u) + ρ(1− x1)
2
+ = p1u+ ρ(1− x1)

2
+,

and the adjoint system and terminal condition are given by (1.4)-(1.5). Finally,
the covector p can have a jump only at time t = τ and similarly as for
(1.2), p2 is continuous at t = τ so that p2 = ρ over [0, 2]. Even though
necessary conditions are analogous in the two problems, let us remind that
the problem under investigation is temporally which may change the structure
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of a solution with respect to ū. Hereafter, B± denotes a bang arc u = ±1
over some time interval, (u⋆, τ⋆) denotes an optimal pair, and (x⋆1, x

⋆
2) is the

associated trajectory.

Proposition 3. The optimal solution is one of the following three types:
• {B−B+} with (u⋆, τ⋆) = (ū, 1) ;
• {B+B−B+} with two switching times at τ⋆ = 1

3 and at some ts ∈ ( 13 , 2) ;
• {B−B+B−B+} with three switching times at some instant ts ∈ ( 13 , 1), at the
crossing time τ⋆, and at some instant t′s ∈ (τ⋆, 2) such that x⋆1(ts) = x⋆1(t

′
s).

Proof. First case : suppose that x⋆1(2) > 2. From the terminal condition and
from the adjoint equation, we get p1 = 0 as long as x⋆1 > 1. It follows that
there is τ⋆ ∈ (1/3, 1) such that u⋆ fulfills u⋆(t) = 1 for every t ∈ (τ⋆, 2). By
using the constancy of the Hamiltonian, we get that p1(τ

⋆)− > 0. Since x⋆1 is
increasing over [0, τ⋆], we obtain from the adjoint equation ṗ1 = 2(1 − x⋆1)+
that the trajectory has at most one switching time ts ∈ (0, τ⋆) (for which

p1(ts) = 0). It follows that the cost of x⋆1 writes
∫ tc
0
(1 − x⋆1(t))

2 dt where
tc := min{t > 0 ; x⋆1(t) = 1}, but one has∫ tc

0

(1− x⋆1(t))
2 dt <

∫ tc

0

(1− t)2 dt.

This implies that x̄1 has a strictly lower cost than x⋆1 which shows that an
optimal solution cannot satisfy x⋆1(2) > 2.
Second case : suppose that x⋆1(2) = 2. We necessarily have u⋆(t) = +1 a.e. t ∈
[1, 2]. Otherwise, by using a similar argumentation as in case 1, x⋆1 would
have a crossing point at an instant τ⋆ ∈ (1/3, 1), but, then, its cost would be
strictly greater than the cost of x̄1. Hence, this case leads to u⋆ = ū.
Third case : suppose that x⋆1(2) < 2. Note that x⋆1 satisfies x⋆1(0) = 0, so, one
must have τ⋆ ∈ (0, 1/3). Now, we have p1(2) = 3(x⋆1(2) − 2)2 > 0, hence we
necessarily have u⋆ = 1 in a left neighborhood of t = 2. Now, u⋆ necessarily
switches at some instant from −1 to the last bang arc u⋆ = 1 (otherwise,
this would be in contradiction with x⋆1(0) = 0). Since p1 is constant whenever
x⋆1 ≥ 1 and ṗ1 > 0 whenever x⋆1 < 1, we deduce that there is a unique
t′s ∈ (2/3, 2) such that u⋆ switches from u = −1 to u = 1 at t = t′s. Hence,
one has u⋆(t) = −1 for a.e. t < t′s sufficiently close to t′s. The only possibility
for the trajectory to reach the origin at time t = 0 (by reasoning backward in
time) is to switch from u = +1 to u = −1 at the crossing time τ⋆ for which
x⋆1(τ

⋆) = 1 (otherwise, we would have u⋆(t) = −1 for a.e. t < τ⋆ contradicting
x⋆1(0) = 0). Now, by a similar reasoning backward in time from t = τ⋆, the
monotonicity property of the switching function implies that the trajectory
possesses at most one switching time ts ∈ (0, τ⋆). It follows that (u⋆, τ⋆) is
of type {B+B−B+} and that τ⋆ = 1/3 if ts does not exist. Otherwise, if ts
occurs, then it is of type {B−B+B−B+} and using the constancy of H at
t = ts and t = t′s, we get that x⋆1(ts) = x⋆1(t

′
s). This ends the proof.
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At this step, we see that ū is also a candidate for optimality for Problem (1.6),
but, additionally, an optimal control can also be a sequence of three or four
bang arcs. From the HMP, we can completely characterize extremals of type
{B+B−B+} as we show in the next lemma.

Lemma 1. Suppose that ρ > 96/25 and consider an extremal (u⋆, τ⋆) of type
{B+B−B+}. Then, one has τ⋆ = 1/3 and ts =

5
3 − α

2 where

α :=
2(2ρ+ 36−

√
25ρ2 − 96ρ)

9ρ+ 36
.

Proof. Setting α := x⋆1(2), x
⋆
1 can be expressed as follows:

x⋆1(t) =

3t if t ∈ [0, 13 ],
−t+ 4

3 if t ∈ [0, ts],
t+ α− 2 if t ∈ [ts, 2],

where ts = 5/3−α/2. Using the constancy of the Hamiltonian (at time t = 2
and t = ts), we find that α is a solution to the algebraic equation

3(α− 2)2 + ρ(1− α)2+ = ρ(1− x1(ts))
2,

or equivalently to 3(α− 2)2 + ρ(1− α)2+ = ρ
(
4
3 − α

2

)2
. Solving this equation

gives us the desired value of α which ends the proof.

By using a similar argumentation, one can also characterize extremals of type
{B−B+B−B+}.
Lemma 2. Suppose that ρ > 48/9 and consider an extremal (u⋆, τ⋆) of type
{B−B+B−B+}. Then, one has ts =

3α
4 − 1

2 , τ = α
2 and t′s =

3
2 − α

4 where

α =
2(−ρ+ 48 + 2

√
9ρ2 − 48ρ)

7ρ+ 48
.

Proof. For brevity, we omit the proof that is analogous to the proof of the
preceding lemma.

Thanks to the preceding results, we see that for ρ > 48/9, then there are
three types of possible extremals (candidate solution of (1.6)). We end up by
a numerical computation of an optimal solution which allows us to determine
which extremal is optimal :

• for small values of ρ (typically, ρ = 0.1), then, the solution to (1.6) is ū
(see Fig. 1.2).

• for larger values of ρ (typically, ρ = 10, 30, 100), then, solutions to (1.6) can
benefit of the Lagrangian cost and the solution is the extremal B+B−B+

(see Fig. 1.3 for ρ = 10, Fig. 1.4 for ρ = 30 and Fig. 1.5 for ρ = 30).

In table 1.1, we indicate the cost J⋆ of the optimal solution u⋆ and its structure
as well as the optimal cost value J† := −ρ/3 of (1.2). In particular, when ρ
increases, then, |J† − J⋆| also increases.
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ρ 0.1 10 30 100

J⋆ -0.33 -6.13 -34.55 -148.02

u⋆ B+B− B+B−B+ B+B−B+ B+B−B+

J† -0.33 -3.33 -10 -33.33

Table 1.1. Comparison of the optimal cost value of (1.2) and (1.6). For large values
of ρ, both problems have different solutions.

Fig. 1.2. Optimal solution of (1.2) and (1.6) for ρ = 0.1 (plot of the trajectory,
control, and co-state p1).

Fig. 1.3. Optimal solution B+B−B+ of (1.6) for ρ = 10 (plot of the trajectory,
control, and co-state p1 with a jump at τ⋆).
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Fig. 1.4. Optimal solution B+B−B+ of (1.6) for ρ = 30 (plot of the trajectory,
control, and co-state p1 with a jump at τ⋆).

Fig. 1.5. Optimal solution B+B−B+ of (1.6) for ρ = 100 (plot of the trajectory,
control, and co-state p1 with a jump at τ⋆).

1.4.3 Further comments

In conclusion, this example made it possible to show a concrete application
of the HMP in two different hybrid frameworks The optimal synthesis has
shown that the solution to the spatially hybrid OCP (1.2) has exactly one
crossing time which has allowed us to define the auxiliary temporally hybrid
OCP (1.6). Next, we have seen that for ρ large enough, then, an optimal solu-
tion of (1.6) is of type B+B−B+ whereas the solution to (1.2) is always ū. In
this case, the value functions for the two problems widely differ. In contrast,
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for small values of the parameter ρ, solutions to the two problems can be the
same (intuitively, there is no point in taking advantage of the Lagrangian cost
in (1.6)). Hence, a solution to (1.2) is not necessarily a solution to (1.6) which
corroborates the fact that these two frameworks are different. More generally,
this example highlights the fact that even under a transverse hypothesis (in
the sense given in [5]) on an optimal solution of a spatially hybrid OCP, such
a problem cannot in general be reduced to a temporally hybrid OCP (that is,
without a stratification, but taking into account the same number of switch-
ing times of the dynamics than the solution to the spatially hybrid OCP). It
also indicates that the HMP for spatially hybrid OCPs cannot be straightfor-
wardly retrieved from the HMP for temporally hybrid OCPs as in [16] under a
(weak) transverse hypothesis on the nominal trajectory at the crossing points.
Let us mention that in [5], a similar approach (based on the augmentation
technique) could be completely implemented without the concept of regular
solution (using only a weak transverse hypothesis on an optimal solution).
But, it required the introduction of new tools (such as a new notion of min-
imum in optimal control) to circumvent the difficulties highlighted by this
type of example which shows that a global solution to the spatially hybrid
OCP is not necessarily a solution to the temporally hybrid OCP. Thanks to
our results, we expect to have clarified the connections between temporally
and spatially hybrid OCPs. In particular, necessary optimality conditions in
both cases are the same (Hamiltonian maximization condition, transversality
condition, jump of the covector), but the frameworks being different, these do
not necessarily describe the same set of extremal solutions.

In view of the jumps of the covector arising in the HMP, future works
could also investigate if it possible to derive the spatially HMP from the PMP
with state constraints (for which the adjoint system involves a measure with
a discrete part which has an analogy with the aforementioned jumps).

A Proof of Theorem 2

Let (x∗, u∗,T∗) ∈ AC([0, T ],Rn)×L∞([0, T ],Rm)×RN+1 be a L1–local solu-
tion to Problem (THP). Then, there exists η∗ > 0 such that ϕ(x∗(0), x∗(T )) ≤
ϕ(x(0), x(T )) for every admissible triplet (x, u,T) satisfying:

∥x− x∗∥C + ∥u− u∗∥L1 + ∥T− T∗∥RN+1 < η∗. (1.7)

The proof is done in four steps.

Step 1: augmentation procedure. The goal is to reduce Problem (THP)
to a classical OCP of the form (CP). To do so, we introduce (y∗, v∗) as follows

y∗k(s) := x∗(τ∗k−1 + (τ∗k − τ∗k−1)s) and v∗k(s) := u∗(τ∗k−1 + (τ∗k − τ∗k−1)s),
(1.8)

for all s ∈ [0, 1] and all k ∈ {1, . . . , N}. We get that the triplet (y∗, v∗,T∗) is
admissible for the classical OCP given by
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minimize ϕ∗(y(0), y(1)),

subject to (y, v,T) ∈ AC([0, 1],RnN )× L∞([0, 1],RmN )× RN+1,

ẏ(s) = f∗(y(s), v(s),T), a.e. s ∈ [0, 1],

g∗(y(0), y(1)) ∈ S∗,

v(s) ∈ UN , a.e. s ∈ [0, 1],

T ∈ ∆,

(CP’)

where the Mayer cost ϕ∗ : RnN × RnN × RN+1 → R, the dynamics f∗ :
RnN ×RmN ×RN+1 → RnN and the function g∗ : RnN ×RnN ×RN+1 → Rℓ∗

are of class C1 and are defined as follows : one has ϕ∗(y0, y1) := ϕ(y01 , y
1
N ) and

g⋆ is given by

g∗(y0, y1,T) := (g(y01 , y
1
N ), y02−y11 , . . . , y0N−y1N−1, F1(y

1
1), . . . , FN−1(y

1
N−1),T).

As well, f∗ is defined as

f∗(y, v,T) :=
(
(τ1 − τ0)f1(y1, v1), . . . , (τN − τN−1)fN (yN , vN )

)
,

for all y0 = (y01 , . . . , y
0
N ), y1 = (y11 , . . . , y

1
N ) ∈ RnN , y = (y1, . . . , yN ) ∈

RnN , v = (v1, . . . , vN ) ∈ RmN and T = {τ0, . . . , τN} ∈ RN+1, where ℓ∗ :=
ℓ+ n(N − 1) + (N − 1) + (N + 1). Finally, S∗ ⊂ Rℓ∗ stands for the nonempty
closed convex set defined by

S∗ := S× {0Rn}N−1 × {0}N−1 ×∆.

Step 2: (y∗, v∗,T∗) is a L1–local solution to Problem (CP’). Let us
prove that there exists η > 0 such that ϕ∗(y∗(0), y∗(1)) ≤ ϕ∗(y(0), y(1)) for
any triplets (y, v,T) admissible for Problem (CP’) and satisfying

∥y − y∗∥C + ∥v − v∗∥L1 + ∥T− T∗∥RN+1 < η.

To this aim let 0 < η < η∗ and (y, v,T) an admissible triplet for Problem (CP’)
satisfying the above inequality. Let us explain how we obtain ϕ∗(y∗(0), y∗(1)) ≤
ϕ∗(y(0), y(1)).

(i) First, since T∗ ∈ Int(∆) and up to reducing η > 0 we get that 0 = τ0 <
τ1 < . . . < τN = T which allows us to define the pair (x, u) as follows

x(t) = yk

(
t− τk−1

τk − τk−1

)
and u(t) = vk

(
t− τk−1

τk − τk−1

)
,

for all t ∈ [τk−1, τk] and all k ∈ {1, . . . , N}.
(ii) Second, in order to get ϕ∗(y∗(0), y∗(1)) ≤ ϕ∗(y(0), y(1)), it remains to

reduce 0 < η < η∗ such that (x, u,T) is admissible for Problem (THP).
Indeed, it is easy to verify that the triplet (x, u,T) satisfies all constraints
of Problem (THP) and from (1.7) we get that

ϕ(x∗(0), x∗(T )) ≤ ϕ(x(0), x(T )) =⇒ ϕ∗(y∗(0), y∗(1)) ≤ ϕ∗(y(0), y(1)).
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Step 3: application of Theorem 1. Consider the Hamiltonian: H : RnN ×
RmN × RN+1 × RnN → R associated with Problem (CP’) defined by

H(y, v,T, q) := ⟨q, f∗(y, v,T)⟩RnN =

N∑
k=1

(τk − τk−1)⟨qk, fk(yk, vk)⟩Rn ,

for all (y, v,T, q) ∈ RnN×RmN×RN+1×RnN . From Theorem 1 applied to the
triplet (y∗, v∗,T∗), there exists a nontrivial pair (q, q0) ∈ AC([0, 1],RnN )×R+

such that:

(i) it holds that

ẏ∗(t) = ∇qH(y∗(t), v∗(t),T∗, q(t)),

− q̇(t) = ∇yH(y∗(t), v∗(t),T∗, q(t)),

for almost every t ∈ [0, T ];
(ii) it holds that(

q(0)

−q(T )

)
= q0∇ϕ∗(y∗(0), y∗(1)) +∇g∗(y∗(0), y∗(1))ξ̃,

for some ξ̃ ∈ NS∗ [g∗(y∗(0), y∗(1))];
(iii) it holds that

v∗(t) ∈ argmax
ω∈UN

H(y∗(t), ω,T∗, q(t)),

for almost every t ∈ [0, 1].
(iv) it holds that ∫ 1

0

∇TH(y∗(s), v∗(s),T∗, q(s)) ds ∈ N∆[T∗].

Step 4: construction of a nontrivial pair (p, p0). Define p0 := q0 ∈ R+

and p ∈ PACT∗([0, T ],Rn) by p(0) = q1(0), p(T ) = qN (1), and by

p(t) := qk

(
t− τ∗k−1

τ∗k − τ∗k−1

)
, for all t ∈ (τ∗k−1, τ

∗
k ), and all k = 1, . . . , N.

From the nontriviality of the pair (q, q0) we get the nontriviality of the pair
(p, p0). From Items (i), (ii) and (iii) above, we get Items (i), (ii) and (iv)
of Theorem 2. Moreover, from the definition of g∗ and S∗, we get that ξ̃ =
(ξ, ξ2, ξ3, ξ4) ∈ Rℓ × Rn(N−1) × RN−1 × RN+1 satisfies the following

∀k ∈ {2, . . . , N}, qk(0) = ξ2k−1

and ∀k ∈ {1, . . . , N − 1}, −qk(1) = −ξ2k + ξ3k∇Fk(y
∗
k(1)).

We deduce that

p+(τ∗k )− p−(τ∗k ) = qk+1(0)− qk(1) = ξ3k∇Fk(y
∗
k(1)) = ξ3k∇Fk(x

∗(τ∗k )),

for all k ∈ {1, . . . , N − 1}. Therefore Item (iii) of Theorem 2 is satisfied
with σk := ξ3k for all k ∈ {1, . . . , N − 1} and the proof is complete.
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